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Abstract: We generalize first-species counterpoint theory to arbitrary rings and obtain some new count-
ing and maximization results that enrich the theory of admitted successors, pointing to a structural
approach, beyond computations. The generalization encompasses an alternative theory of contrapuntal
intervals. We also propose several variations of the model that intend to deepen into its principles. The
original motivations of the theory, as well as all technical passages, are carefully reviewed so as to
provide a complete exposition.
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1. INTRODUCTION

support of the musicological and computational analysis in [6]. This kind of counterpoint

This article is a theoretic exercise on a model of first-species counterpoint and the mathematical
is the simplest one and the didactic basis of Renaissance counterpoint, as taught by Johann
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J. Fux in [8]. The model was introduced by Mazzola in [12], where the discussion confined to
the case when the ground ring is Z; a ring that can be used to model the algebraic behavior of
the twelve intervals between tones in the chromatic scale of Western musical tradition. Then, the
model was re-exposed with some additional computational results by Hichert in [11, Part VII].
Further generalizations to the case when the rings are of the form Z, were considered in [1, 9],
and then included in a collaborative compendium of mathematical counterpoint theory and its
computational aspects [3]. The motivation for such a generalization to Z, was the existence of
microtonal scales with more than twelve tones, which have been used for making real music [2].
The contributions of this article to the previous theory are the following.

e Complete re-exposition of the model with a careful review of all its principles, clarifying
important points, like the contrapuntal symmetry definition (Section 4).

¢ Generalization of the model to noncommutative rings. This offers the possibility of defining
counterpoint notions on noncommutative rings of generalized intervals, which can be worth
exploring in musical terms; see Example 3.10 and Section 9.

* Some theoretic advances on previous computational approaches. They include the deter-
mination of self-complementary dichotomies with the groupoid of intervals (Section 3.1), a
criterion for the strength of dichotomies (Lemma 3.4), the counting formulas for successors
sets cardinalities (Section 6), a maximization criterion for these cardinalities (Section 6.2),
and the derivative admitted successors computation, by hand, for Renaissance counterpoint
(Section 9).

* Some variations of the model. First, our generalization includes an alternative model of
contrapuntal intervals, namely the product ring R x R, which takes the place of the dual
numbers ring R[e]. These structures only differ in their products; the first one regards
intervallic variations as elements of R, whereas the second one treats these variations as
infinitesimals; see Section 6.2. The other two variations intend to deepen into the second
principle of the model, and coincide in the case of Renaissance counterpoint (Section 11).

We organize this paper as follows. We start with the basic definitions: symmetries (natural
operations in music) in Section 2, hierarchy of dichotomies and polarities (consonance/dissonance
partitions and their symmetries) in Section 3, and contrapuntal intervals rings in Section 3.5. In
particular, in Section 3.4, we prove that several dichotomies are strong. Then, in Sections 4.1, 4.2,
and 4.3 we discuss the principles that lead to a formal definition of first-species counterpoint
in Section 4.4. The remaining Section 4 develops the mathematical details of the principles. In
Section 5, we simplify this definition, by reducing it to the case when the cantus firmus is 0 and
use a smaller group of symmetries. Based on this simplification, we prove that, for the dual
numbers case, it is always possible to find successors of a given consonant interval. This result is
the Little theorem of counterpoint (Section 7). A crucial lemma (Lemma 6.1) leads us to the counting
formulas and the maximization criterion in Section 6. With these tools, in Section 8, we obtain the
admitted successors of consonant intervals in Renaissance counterpoint. In Section 9, we explore a
noncommutative notion of counterpoint. In Section 10, we prove that our contrapuntal symmetry
condition 2 is equivalent to Mazzola’s original one in the commutative case, although it is weaker
in general. Finally, in Section 11 we discuss two conceptual variations of the model and close
this article by proving that they coincide in the case of the Renaissance dichotomy. Section 12
contains some conclusions and suggestions for further research. The appendix includes the proof
of a variation of the rearrangement inequality, which is crucial for the maximization criterion.

Throughout this paper, R denotes an arbitrary ring with unity, not necessarily commutative.
When needed, commutativity hypothesis on R is explicitly stated. Similarly, modules considered
in this paper are right R-modules, unless we indicate otherwise. So as to easily locate a numbered
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equation in this paper, we urge the reader to use hyperlinks.

2. RING SYMMETRIES

The main goal of this section is to recall basic facts about rings and their symmetries. An
introduction to noncommutative rings is [14, Chapter B-1].

Affine homomorphisms are the natural correspondences that occur in music. They are the formalization
that encompasses musical transformations like transposition and inversion in the ring Z1, of
tones.!

Let R be a ring. Given two R-modules M and N, an affine homomorphism from M to N is the
composite ¢? o f, where f : M — N is an R-homomorphism,a € N,and e’ : N — N:x +— x+a
is the translation associated with a. We write a typical affine homomorphism e? o f as e f, for short.
Observe that the composition rule for affine homomorphisms is (e?f) o (e?g) = ef/(V)+2 g,

The monoid (with respect to the composition) Endg (M) of R-endomorphisms of an R-module
M is a ring with the usual sum of homomorphisms. However, the monoid of affine endomorphisms
of M is not a ring since the distributivity fails, except when M is the trivial module. We denote by
Autg (M) the group of R-automorphisms of an R-module M.

An affine homomorphism e’f : M — N is an isomorphism if and only if f is an R-
isomorphism.? Thus, affine automorphisms of R are of the form ¢’f, where f € Autg(R)
and a € R. On the other hand, recall that there is a ring isomorphism

Endg(R) &R,

which identifies an element r € R with the R-endomorphism obtained by left multiplication with
r. This isomorphism restricts to a group isomorphism

Autg(R) = R*,

which establishes a bijective correspondence between R-automorphisms of R and invertible
elements of R. From this discussion we conclude that an affine automorphism of R is the function
associated with the linear polynomial bx +a, where b € R* and a € R.

In what follows, we will call affine automorphisms of R symmetries of R and denote the group
of symmetries of a ring R by Sym(R). We use the notation ¢’b for the symmetry associated with
bx 4 a. Two symmetries ¢“b and ¢? b’ are equal if and only if 2 = a’ and b = b'. Observe that ¢°1 is
the identity symmetry and that the composition of symmetries is given by the formula

ehoe? b = e Tpy . 1)

. . -1
The inverse of a symmetry e%b is e “p~1.

3. BASIC MOTIVATIONS AND DEFINITIONS

In Renaissance counterpoint we divide the ring Z1; of intervals into two disjoint subsets, namely
the set K of consonances and the set D of dissonances. The consonances are unison, minor third,

IThe ring Z1, models the twelve tones of the chromatic scale and, at the same time, the twelve intervals between these
tones. The distinction is usually clear from the context.

2First, suppose that e’g : N — M is the inverse of ¢’f. Then (e’f)(e’s) = efV)+7fg = idy and (ePg)(e"f) =
e8@tbof — jdy. Therefore, fg = idy, gf = idy, and b = —g(a). Conversely, if fg = idy and gf = idy, then
(e"f)(e=8Wg) = idy and (e=8Wg)(e°f) = idp.
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Figure 1: A contrapuntal interval.

major third, perfect fifth, minor sixth, and major sixth. The dissonances are minor second, major
second, perfect fourth, tritone, minor seventh, and major seventh. The corresponding mathematical
definitions are

K=1{0,3,4,7,8,9} and D = {1,2,5,6,10,11}.

A composition of first-species counterpoint consists of two voices, cantus firmus and discantus, whose
notes have the same length and where each interval between the voices is a consonance. See [8,
pp. 19-29] and [6, Section 2] for details.

The germ of Mazzola’s model is the observation that there is a unique symmetry p of the ring
Z13, namely ¢?5, that sends consonances to dissonances. In fact,

e?5(0) = 2, ¢*5(3) = 5, ¢25(4) = 10, €25(7) =1, ¢*5(8) = 6, €*5(9) = 11.

We postpone the proof of the uniqueness to Section 3.4. Moreover, if a partition {K’, D'} of Z1,
satisfies the conditions that ¢?5 is the unique symmetry in Sym(Z;) sending K’ to D’ and that
7K' is a multiplicative monoid, then K =Kand D' =D according to [10, Section 13.1]. Thus, we
say that these two conditions characterize {K, D}.

Up to now, we have the intervals, consonances, and dissonances of counterpoint, but we need
to model the voices in a composition. We achieve this by means of the countrapuntal intervals
ring Z1; x|, which consists of all linear polynomials ¢ + d x, with ¢,d € Z;,, where x is a dummy
variable that will be further discussed in Section 3.5. A contrapuntal interval ¢ + d x, represents
a pitch class ¢, of the cantus firmus, together with the interval d between ¢ and the pitch class
¢ +d from the superior discantus. As already said, in a piece of Renaissance counterpoint, it is
mandatory that d be a consonance. For instance, the contrapuntal interval 2 + 7 x in Z1,[x]| comes
from the musical example in Figure 1.

We have a partition of the ring Z1,[x] into contrapuntal consonances and dissonances, namely
{K[x], D[x]}, where X|[x] consists of all ¢ +d x € Z1;[x] with d € X for X = K, D. We would want
properties for this partition analogous to those that characterize {K, D}. Certainly, the symmetry
e?X5 of Z15[x] is a quite natural® extension of 25 sending K[x] to D[x] since ¢2*5 looks simple and
acts on the interval part d of a contrapuntal interval ¢ + d x just as ¢?5. But in this case it is not the
unique sending K[x] to D[x]. For example, e2?X*15 also does. However, there is an induced local
uniqueness property that characterizes the partition {K[x], D[x]}, as discussed in Section 4.2.

The first-species compositions deal with finite sequences of contrapuntal consonances with
cantus firmus and discantus in a given scale; see Figure 3. However, not all sequences are valid
since counterpoint has some rules. In the model to be exposed in the following sections, we aim
to predict when a given contrapuntal consonance # can follow another one ¢, by means of the
admitted successor concept. We base the latter on the alternation principle (Section 4.1), the local
uniqueness property (Section 4.2), and the variety principle of counterpoint (Section 4.3).

3Precise statements of this naturality claim are Propositions 4.7 and 10.2.
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3.1. Dichotomies

We start to develop our theory by formalizing the common properties of the rings of intervals Z,
and Zi,[x] that are relevant for counterpoint.
Let R be a ring,.

e A partition {K, D} of R is a dichotomy of R if [K| = |D|. Note that a finite ring R has
dichotomies if and only if its cardinality is even.

* A self-complementary dichotomy” of R is a triple (K, D, p), where {K, D} is a partition of
R, p is a symmetry of R, and p(K) = D. Note that necessarily {K, D} is a dichotomy of R.

The triples
(K, D, e?5) and (K[x], D[x], e*X5)

from Renaissance counterpoint are self-complementary dichotomies. The dichotomy
{{0,1,3,6,8,11},{2,4,5,7,9,10} }

of Z1, is not part of a self-complementary dichotomy of Zj, as proved at the end of this section,
so it is not a good candidate for providing notions of contrapuntal dissonance/consonance with
the characterizing properties of the Renaissance dichotomy.

We would like to construct self-complementary dichotomies other than the basic one of
Renaissance counterpoint, so as to create new notions of counterpoint. Given an arbitrary finite
ring R of even cardinality, we could start with a symmetry p of R and aim to construct a self-
complementary dichotomy (K, D, p). We pick some k; € R to be in K, and define d; := p(k;), with
di to be in D. Then, if |R| > 2, we take some kp € R\ {ki,d;1} to be in K and define d; := p(ky) to
be in D\ {d;}, and so on. Note that this process produces a dichotomy {K, D} provided p has no
fixed points. We say that a symmetry p without fixed points is a derangement.

The following proposition contains some concluding properties of self-complementary di-
chotomies.

Proposition 3.1. Each self-complementary dichotomy (K, D, p) of R has the following properties:
1. The identity p(D) = K holds, so (D, K, p) is a self-complementary dichotomy.
2. The symmetry p is a derangement.

Proof. 1. Since p is a bijection, the properties of the inverse image imply that p(D) = p(R\ K) =
R\ p(K) =R\ D =K.
2. Letx e R. If x € K, then x # p(x) € D. If x € D, then, by 1, x # p(x) € K. O

Thus, self-complementary dichotomies are strongly related to derangements.

The following is a short reflection about the problem of deciding when a dichotomy {K, D} of
a ring R is not self-complementary.

Let X C R. We associate with X a categorical groupoid® of intervals G(X) as follows. Its
set of objects is X. For each x,y € X, there is a unique morphism from x to y, namely the triple
(x,y,y — x). We define the composition by

y,z,z—y)o(x,y,y—x)=(x,z,z—y+y—x) = (x,z,z—x).

“This definition is essentially the same of an autocomplementary dichotomy in [11, Definition 92].

5A groupoid is a category [11, Appendix G.1] whose morphisms are invertible. This example is an invitation to the
structural advantages of category theory. The groupoid of intervals is a very simple instance of a category in music.
However, it is the unique appearance of a category in this paper.
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The identities are of the form (x, x,0). The inverse of (x,y,y — x) is (y, x,x — y).

Given a self-complementary dichotomy (K, D, ¢"b) of R, we have an induced groupoid iso-
morphism [11, p. 1118] F : G(K) — G(D) sending® (x,y,y — x) to (e"b(x),e"b(y),b(y — x)),
which acts linearly on intervallic variations. Hence, a self-complementary dichotomy induces a linear
correspondence between the intervals of K and D.

This fact can be used to prove that the dichotomy {K,D} with K = {0,1,3,6,8,11} and
D = {2,4,5,7,9,10} is not self-complementary. In fact, the sequence (11,0,1) of elements of K
has the maximum length among sequences (xy,...,x,) such that x;;,; —x; =1fori=0,...n — 1.
If a symmetry b sends K to D, then the groupoid isomorphism F sends (11,0,1) to a sequence
(dq,dp,d3) in D with maximum length among sequences (v, . ..,y) such that y;,1 —y; = b. But
the sequences of maximum length with y;,1 — y; = b are (4,5) and (9,10)(for b = 1), (5,4) and
(10,9)(for b = 11), (4,9,2,7) (for b = 5), and (7,2,9,4) (for b = 7), whose length is not 3; a
contradiction.

3.2. Strong dichotomies and polarities

We formalize the additional uniqueness property of the Renaissance dichotomy (K, D, ¢?5) with
the following definitions. Let R be a ring. A self-complementary dichotomy (K, D, p) of Risa
strong dichotomy of R if p is the unique symmetry of R such that p(K) = D. In such a case, we
also say that p is a polarity.

As we will show in the next sections, once we have a strong dichotomy of a ring (made up of
generalized intervals), we have an induced self-complementary dichotomy of the contrapuntal
intervals ring, and an associated theory of admitted successors. Thus, strong dichotomies lead to
new counterpoint worlds for composing non-traditional counterpoint.

We need to determine whether a given self-complementary dichotomy (K, D, p) is strong. We
approach this problem by determining the number of symmetries sending K to D. Given another
symmetry g with q(K) = D, note that

g ' op(K)=q'(D) =K
and hence 4! o p is in the stabilizer 6(K), where

0(K) := {g € Sym(R) | g(K) = K}.

This suggests the right action of 6(K), by composition, on the set Sym(K, D) of symmetries of R
sending K to D, as shown in the following diagram.

o: Sym(K,D) x6(K) — Sym(K,D)
(.8) —  q°g
Every g € Sym(K, D) is in the same orbit of p because 4! o p € 6(K), so the action is transitive.

Also, the stabilizer of p under this action is the identity since p o g = p implies g = idg. Hence,
the following proposition.

Proposition 3.2. Let (K,D,p) be a self-complementary dichotomy of a ring R. There is a bijective
correspondence between Sym (K, D) and 6(K). The bijection sends an element g € 6(K) to po g.

Proof. The function 6(K) — Sym(K, D) : g — p o g is surjective since the action is transitive and
is injective since the stabilizer of p is trivial. O

61t is the unique possible definition if the correspondence on objects is e”b.
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Thus, we have reduced the study of Sym(K, D) to that of the stabilizer group 6(K) of K, which
coincides with 6(D) whenever {K, D} is a partition of R. Besides, we have determined when a
self-complementary dichotomy is strong, as established in the following corollary. We say that a
partition {K, D} of R is rigid if 6(K) is the trivial group. Similarly, we say that a subset K of R is
rigid if 6(K) is trivial. Note that in a rigid partition {K, D} of R both K and D are rigid.

Corollary 3.3. A self-complementary dichotomy (K, D, p) is a strong dichotomy if and only if {K, D} is
rigid.

Now, our objective is to prove a pair of lemmas that help us to decide whether a given
dichotomy is rigid, by discarding non-identity symmetries that could be in 6(K). These lemmas
could be a first approximation to a more conceptual argument.” Consider the left action -, by
multiplication, of the group R* on R.

Lemma 3.4. Let {K, D} be a dichotomy of a ring R. Suppose that a € R and that C is either K or D. If
there is v € R such that

1. the orbit R*r of v under the action - is contained in C and
2.r+a¢C,
then e"b ¢ 6(K) for each b € R*.

Proof. If r +a ¢ C for r as above, then for each b € R*, b(b=!-7) +a ¢ Cwithb~'.r € R*r C C,
and hence e’b ¢ 6(C) = 6(K). O

In particular, if r = 0, we obtain the following result.

Lemma 3.5. Suppose that C is either K or D and that 0 € C. Each symmetry of the form e"b with
a € R\ Cis not in 6(K).

Before using these lemmas to check that some dichotomies are strong, we first study a possible
way to construct self-complementary dichotomies that are good candidates for strong ones.

3.3. Constructing strong dichotomies: quasipolarities

A symmetry p of a ring R is involutive if p o p = id. If p = b, by Equation (1), this condition
is equivalent to e" b = ¢1, that is, to ba +a = 0 and b*> = 1. In the next proposition we
prove that all polarities are involutive, so if we want a polarity, we could start with an involutive
derangement, then define a suitable self-complementary dichotomy following the strategy in
Section 3.1, and finally check whether the uniqueness property holds.

Proposition 3.6. If a self-complementary dichotomy (K, D, p) is strong, then p is involutive.

Proof. 1f (K, D, p) is a self-complementary dichotomy and p has the uniqueness property, then
pop(K) = p(D) = Kby 1 in Proposition 3.1, and hence p o p = id by Corollary 3.3. O

For example, the Renaissance polarity ¢?5 is involutive. The converse of this proposition
does not hold since, in the Renaissance dichotomy (K[x], D[x],e?*5), €**5 is involutive, but the
dichotomy is not strong as already observed.

"This conceptual argument can be related to the groupoid of intervals of K, briefly introduced in Section 3.1.
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We define a quasipolarity as an involutive derangement. A quasipolarization of R is a
self-complementary dichotomy (K, D, p) of R where p is involutive. Therefore, in view of Propo-
sition 3.1, a self-complementary dichotomy (K, D, p) is a quasipolarization if and only if p is a
quasipolarity.

Note that not all self-complementary dichotomies are quasipolarizations. For example, the self-
complementary dichotomy ({0,2,4,6,8,10},{1,3,5,7,9,11}, el) of Zj, is not a quasipolarization
since el oe! = ¢? # id.

Thus, the construction of quasipolarizations is a good beginning if we want a strong dichotomy,
though quasipolarizations need not be strong dichotomies.

3.4. Examples of strong dichotomies

In this section, we use Lemmas 3.4 and 3.5 to open up a series of counterpoint worlds. First,
consider the case when R is the commutative ring Z, and different examples of quasipolarizations
that we will check to be strong dichotomies. The set of orbits of the action of the multiplicative
group {1,5,7,11} of invertible elements of Zj, on Z;; is

({0}, {1,5,7,11}, {2,10}, {3,9}, {4,8}, {6} 1.

In the following example we prove the claim that the Renaissance quasipolarization is a strong
dichotomy.

Example 3.7 (Renaissance counterpoint). Consider the dichotomy (K, D, ¢?5), where
K ={0,3,4,7,8,9} and D = {1,2,5,6,10,11}.

Let us prove that the dichotomy is strong. According to Corollary 3.3, it is enough to show that
our dichotomy is rigid, or equivalently, that (K) = {e1}. In fact, by Lemma 3.5, ¢"b ¢ 6(K) for
each symmetry ¢b with a € D. The cases when a € K remain. If 2 = 0, then since 5 x 7 =11 ¢ K,
7x7=1¢K,and 11 x7 =5 ¢ K, we conclude that the symmetries of the form b with
b =5,7,9 are not in 6(K). Finally, since

3+8=84+3=11¢K,44+9=94+4=1¢K,and3+7 &K,

Lemma 3.4 implies that all symmetries e’b with a € {3,4,7,8,9} are not in 6(K). We have
exhausted all possibilities, except the identity, and hence 6(K) is trivial. &

Example 3.8 (Scriabin’s mystic chord, see [5]). Consider the dichotomy (K, D,8511), where
K =1{0,2,4,6,9,10} and D = {1,3,5,7,8,11}. Let us show that 1l is a polarity by using the
same strategy of the preceding example.

As before, ¢’b ¢ 6(K) for each symmetry e’b with a € D, and we need to discard the cases
whena € K. If a =0, thensince 5 x4 =8¢ K,7x9 =3¢ K, and 11 x 4 = 8 ¢ K, the symmetries
of the form b with b = 5,7, 11 are not in 6(K). Also, since

6+2=24+6=8¢K, 5+4=9¢D,2+9=11¢K,and10+10=8 ¢ K,

Lemma 3.4 implies that all symmetries b with a € {2,4,6,9,10} are not in 6(K). Hence, 6(K) is
trivial. o

The next computation establishes the existence of at least a strong dichotomy in Zj; for each
k > 3. These dichotomies are the beginning of a lot of microtonal counterpoint worlds, which
were first studied in [1]. Recall that all invertible elements of Z,; are odd since they are coprime
with 2k.
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Example 3.9 (Cf. [3, Proposition 2.1] and [1, Proposition 2.6]). Let® k > 3. In Zy;, consider the
dichotomy (K, D,e~!(—1)), where

K=1{0,1,3,...,2k—5,2k—3}and D = {—-1,2k — 2,2k — 4, ...,4,2}.

We already know (Lemma 3.5) that e?b ¢ 6(K) for each symmetry b witha € D. If a = 0, then
b(—1) = —b # —1 with —b odd whenever b € Z3, \ {1} and hence —b ¢ D, so the symmetries of
the form e°b with b € Z3, \ {1} are not in (D) = 6(K). Also, since all orbits of even numbers,
except the orbit {0} of 0, under the action of Z3, on Zy; are contained in D, the equations

241=3¢D,...,24 (2k—5)=2k—3¢ D,and 4+ (2k—3)=1¢ D,

imply (Lemma 3.4) that all symmetries e’b with a € {1,3,...,2k — 5,2k — 3} are not in 6(K).
Hence, 6(K) is trivial. &

Next, we provide a noncommutative example.

Example 3.10 (A noncommutative strong dichotomy). Let R be the noncommutative ring of all
upper triangular matrices 2 x 2 with entries in Z;. The symmetry e!, where I is the identity
matrix, is a quasipolarity, so we can construct self-complementary dichotomies with the procedure
of Section 3.1. A possible choice is the dichotomy with K = {0, A1, Ay, A3}, where

1 0 11 11
Al = |:0 0:| ’ Az = |:O O:| y and A3 = |:O 1:| .
In this case, R* = {I, A3} and A; and A; are invariant under the left action of R*. Let us show

that K is rigid. As usual, e*B ¢ 0(K) for each symmetry e B with A € D. The cases when A € K
remain. If A = 0, then since A3A; = I ¢ K, the symmetry e A3 is not in 6(K). Also,

Ay + A1 =A1+A ¢ K, and A1 + A3 € K,

so, by Lemma 3.4, all symmetries ¢eAB with A € {A;, Ay, A3} are not in 6(K). Thus, 6(K) is
trivial, and (K, R\ K, ¢!) is a strong dichotomy. The reader can obtain other examples of strong
dichotomies from quasipolarities of R, whenever the chosen K is not invariant under the left action
of A3, by using a similar argument. &

Finally, note that there is no strong dichotomy of Z, to define a counterpoint world with a
four-tone scale (which can be thought of as a diminished seventh chord). In fact, the possible
dichotomies {{0,1},{2,3}}, {{0,2},{1,3}}, and {{0,3},{1,2}} are invariant under e!(—1), ¢?,
and e~1(—1), respectively, so they are not rigid and hence not strong (Corollary 3.3).

3.5. The contrapuntal intervals ring

Given an arbitrary ring R, we can construct the polynomial ring R[x] and the two-sided ideal
(p(x)) consisting of all (left or right) multiples of p(x), where p(x) is the polynomial x> — ax for
some fixed a = 0,1. Thus, we have the quotient ring” R[x]/ (p(x)), which we call the contrapuntal
intervals ring associated with R. If we denote by x the class of x, then each element of this ring
can uniquely be written'’ as ¢ + d x, and hence it makes sense to denote the ring by R[x]. Thus,

8Thanks to the hypothesis k > 3, the six distinct elements 0, 1, 3, —1, 2, and 4 are in Zy.

9See [14, p- 278] for details.

1Tn this representation we use the fact that R can be regarded as a subring of R[x]/ (p(x)). Also, the representation
follows from the fact that each polynomial f(x) in R[x] can uniquely be written (division algorithm) as g(x)p(x) + r(x),
where either r(x) = 0 or deg(r(x)) < deg(p(x)) = 2.
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R[x] consists of all linear polynomials ¢ + d x subject to the relation x> = a x. The ring R[x] is

noncommutative if R is.
Explicitly, the operations in R[x] are defined by

(c+dx)+(+dx)=c+c +(d+d)x

and
(c+dx)(c +d x) =cc’ + (cd' +dc’ +dd'a)x.
In the case when o = 0, R[x] is the dual numbers ring R[e], which was the ring used in the
original model [12, p. 556]. In the case when a = 1, R[x] is isomorphic to the product ring R x R,

whose elements can be interpreted in musical terms as pairs consisting of cantus firmus and
discantus notes, by means of the assignment

RXR—R[x]: (r,s) = r+(s—1)x.

Both variations share the same structure as Abelian groups, but they differ in their products. In the
dual numbers case, intervallic variations are inﬁnitesimals11 so ded'e = dd'e? = 0, whereas in the
other case, intervallic variations are just elements of R, so d xd’ x = dd’ x> = dd’ x. The exploration
of the latter alternative is one of the contributions of this paper.

An element ¢ +dx € R[x] is invertible if and only if ¢ and ¢ + da are invertible in R. In
fact, if (¢’ +d'x)(c+dx) =1and (c+dx)(c'+d' x) =1, then c'c+ (d'd+d'c+d'dax)x =1 and
cc’ + (cd' +dc’ +dd'a) x =1, so c is invertible and cd’ + dc’ + dd'a = 0. From the last equation we
deduce the following ones.

(c+da)d +dd =0

(c+da)d'a+dac’ =0
(c+da)d a+dac’ +cd’ =cc

(c+da)(d +d'a)=1

1

Similarly, ¢ 4 du is left-invertible. Reciprocally, if ¢ and ¢ + da are invertible, define ¢’ = ¢~ and

d' = —(c+da)~ldc’. Thus, ¢’ +d’ x is a two-sided inverse for ¢ + d x.

Alternatively, in the case when a = 1, by the isomorphism between R[x] and R X R, the inverse
of ¢ + d x also has the description ¢! + ((c +d)' —c ) x.

We have the following proposition regarding dichotomies of R|[x| induced by dichotomies of a
ring R. Given subsets X,Y C R, we define

X+Yx={c+dxeR[x]|ceXandd e Y}.
Also, we denote by X[x] the set R + X x.
Proposition 3.11. Let {K, D} be a dichotomy of a ring R.
1. The pair {K[x], D[x]} is a dichotomy of R[x].

2. If (K, D, €°b) is a self-complementary dichotomy of R, then (K[x], D[x],e?*b) is a self-complementary
dichotomy of R|x].

3. If (K, D, ") is a quasipolarization of R, then (K[x], D|x],e?*b) is a quasipolarization of R[x].

As previously commented, strong dichotomies need not induce strong dichotomies on contrapuntal intervals.

1The reader can found a musical justification of the relation €> = 0 in [12, pp. 557-558].

10
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Proof. 1. First, {K[x|, D[x]} is a partition of R[x] since
K[x]UDI|x] = (R+Kx)U(R+Dx) =R+ (KUD)x =R+ Rx = R[X]

and
K[x]ND[x] = (R+Kx)N(R+Dx) =R+ (KND)x=R+0x=0Q.
On the other hand, if f : K — D is a bijection, then K[x] — D[x] : r +kx — r+ f(k)x is a
bijection, so |K[x]| = |D[x]|.
2. This follows from 1 and the equalities

e"b(K[x]) = {e"*b(r + kx) | r € Rand k € K}
={br+ (bk+a)x | r € Rand k € K}
= bR + (e"b(K)) x
=R+ Dx
= DIx].

As to the fourth equality above, note that bR = R since b is invertible.
3. This follows from 2 and the equation
"Xp o ¢ Xp = e(bﬂ+a)xb2 -1

which is a consequence of the identity e"b o e”b = ¢'1, the latter being equivalent to ba +a = 0
and b% = 1. O

4. A MATHEMATICAL MODEL OF FIRST-SPECIES COUNTERPOINT

We start with a strong dichotomy (K, D, p) of a ring R, where p = b, and construct the contrapuntal
intervals ring R[x|, which models the two voices of first-species counterpoint. Then, we consider
progressions (&, 7) of contrapuntal consonances in K[x] and aim to determine when they are valid
for counterpoint. The three principles in Sections 4.1, 4.2, and 4.3 serve this purpose.

4.1. Alternation

This principle intends to formalize the idea of tension/resolution in counterpoint. It requires the
existence of a symmetry ¢ € Sym(R[x]) such that { € ¢(Dle]) and n € g(K[e]). In such a case,
we say that (§,7) is polarized. Thus, (¢, ) is the deformation, by means of g, of a progression
from a dissonance to a consonance; see Figure 2. Under a musical intuition, ¢ moves to # since
dissonances resolve to consonances. However, how do we ensure that deformed consonances and
dissonances are consonances and dissonances on their own right? In the following section we
solve this problem. In Section 4.5 we give a simple characterization of polarized progressions.

4.2. Local characterization of consonances and dissonances

As observed in Section 3, the strength property of the Renaissance dichotomy characterizes it. In
general, given a strong dichotomy (K, D, p) as above, the induced dichotomy of the contrapuntal
intervals is not strong, but it has the following local strength property in each fiber I, of R[x],
where I, = z+ Rx and z € R, as shown in Theorem 4.6 below:

11
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D[x] 9(Dx) ()
/ g(K[x]) ()

.5 o

9(K[x]) N Kx]

\ J

Figure 2: Here, g is a deformation symmetry and y an admitted successor of C.

e There is a unique symmetry p*[x] € Sym(R[x]) of the form e**?*c, defined by p*[x] =
e1=bztaxp such that p?[x](z + Kx) =z + Dx.

In the case of the Renaissance strong dichotomy (K, D,e?5) of Z1,, this condition locally
determines the induced dichotomy {K[x], D[x]}. This means that the following two conditions
characterize {z + Kx,z + D x} among partitions {z + K’ x,z + D' x} of L:

1. The symmetry p*[x] is the unique p’ € Sym(R[x]) of the form ¢"*?*c such that p’(z + K' x) =
z+ D'x.

2. The set 7K’ is a multiplicative monoid.

In fact, 1 is equivalent to the condition that p is the unique symmetry of Zj; sending K’ to D', so
according to the characterization of the Renaissance dichotomy in Section 3, the conditions 1 and 2
imply K’ = K and D’ = D. Consequently, if we want to ensure that a certain partition {z + K’ x,z +
D’ x} of I, offers a relaxed consonance/dissonance notion, we only require 1; otherwise we back
to {z + Kx,z+ D x}. Thus, for a general strong dichotomy, we locally characterize contrapuntal
dissonances and consonances with 1.

Now, by alternation, ¢ (respectively #) is in a half of the partition

{g(Kx]) N I, g(D[x]) N I}, (2)

where z is the cantus firmus of ¢ (respectively 7). Therefore, we require the condition 1 on the
partition in Equation (2). In Theorem 4.9, we prove that this particular condition is equivalent to
the equation

peIX] (g (K[x]) N Iz) = g(DIx]) N L. 3)

Mazzola [12] requires it only for the cantus firmus'? z of &.

4.3. Variety

In this model, the variety principle of counterpoint [8, p. 21] corresponds to the condition that
there is a maximum of alternations from ¢, that is, the cardinality of g(K[x]) N K[x] is maximum
among all ¢ € Sym(R[x]) such that

1. ¢ € g¢(D[x]) NK[x] (alternation) and

2. Equation (3) holds for the cantus firmus z of ¢ (local dissonance).

121n Section 11, we discuss other possibilities, like also requiring 1 for the cantus firmus of #, which need not
coincide with z. On the other hand, this condition is weaker than Mazzola’s second requirement [11, Definition 95]
p*[x](g(K[x])) = g(D[x]), and they are equivalent if R is commutative, as shown in Section 10.

12


http://www.musmat.org/

Journal MusMat e December 2021 e Vol. V, No. 2

4.4. Defining first-species counterpoint

Now we can give the definition of admitted successor.

Definition 4.1. Let (K, D, p) be a strong dichotomy of a ring R.

e A contrapuntal symmetry for a consonance ¢ € K[x|, with { = z + kx, is a symmetry g of
R[x] such that

2. pPIx)(2(KIX)) N L) = g(D[x]) N I, and
3. the cardinality of g(K[x]) N K[x] is maximum among all g satisfying 1 and 2.

Note that the contrapuntal symmetry for a given consonance is not required to be unique.
* An admitted successor of a consonance ¢ € K[x] is an element 7 of g(K[x]) N K[x] for some
contrapuntal symmetry g. See Figure 2.
* Progressions (,7) usually occur in a subset X of R, which we call scale. If 7 is an admitted
successor of ¢ we say that (,7) is allowed. If it does not happen and (&, 77) is polarized, we
say that it is forbidden.

&

Since the model chooses suitable pairs (¢, #) as allowed among all polarized pairs, we say that
the model does not decide on non-polarized pairs. Next we characterize polarized pairs and observe
that, in the case of dual numbers (& = 0), they are all non-constant progressions. In the case & =1,
they could be more particular.

4.5. Polarized progressions characterization

Let { = z+kxand 1 = 2/ + k' x, where ¢, € K[x] and (K, D, p) is a strong dichotomy of a
finite ring R. We want to determine when there is ¢ € R[x] such that z + kx € g(D]x]) and
z' + k' x € g(K[x]). This property is equivalent to kx € e ?g(D[x|) and z’ —z+ k' x € e *g(K[x]),
so we reduce the problem to the case when ¢ = kx and # = y + k’ x. Now, the following properties
are equivalent.

1. There is g € Sym(R[x]) such that kx € g(D][x]) and y + k' x € g(K[x]).

2. There is ¢ € Sym(R[x]) such that ¢(kx) € D[x] and g(y + k' x) € K[x].

3. Thereis e"*?*(c+dx) € Sym(R[x]) such that (¢ +da)k+v € D and (c+da)k’ +v+dy € K.

4

. There are e""?X(c + dx) € Sym(R[x]) and x € K such that v = k¥ — (¢ + da)k’ — dy and
k+ (c+da)(k—k)—dy e D.

5. There is ¢ 4 d x invertible such that e(c*+d) (k=K)—dy (k) ¢ K.
6. There is ¢ + d x invertible such that e(ctd)(k=K)~dy (k) £ K.
7. There is ¢ + d x invertible such that (c + da)(k — k') — dy # 0.

The equivalence between 5 and 6 is given by the finiteness of R. Certainly, given two finite'® sets
A and B with the same number of elements, A C B if and only if A = B (thatis, A ¢ B if and
only if A # B). The equivalence between 6 and 7 holds since K is rigid by Corollary 3.3.

Note that in turn 7 implies kx # y + k’ x. In the dual numbers case (¢« = 0), we can prove that
it is also a sufficient condition.

13This fails for infinite sets: IN and Z have the same cardinality but IN is strictly contained in Z.
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Proposition 4.2. Let {, 1 € K[e], where (K, D, p) is a strong dichotomy of a finite ring R. The pair (&, 1)
is polarized if and only if ¢ # ¥.

Proof. By 7 above, it only remains to prove that if ke # y + k’e, then there are c € R* and d € R
such that c(k — k') — dy # 0. We have two cases. First case: k — k' # 0. Take d = 0 and ¢ = 1.
Second case: y # 0 and k — k' = 0. Take d = 1 and any c. O

In the case when a = 1, this result is not true. Let us suppose that R = Z1,. If k — k' # 0, we
polarize (¢,7) as in the previous proof. However, if y # 0 and k — k' = 0, we have two possibilities.
First, if y # 6, then —2y # 0 with 5 4 2x invertible. Second, if y = 6, then dy = 0 for all ¢ + d x
invertible since d is even always. Thus, the polarized pairs (&,7) are all those such that k # K/,
ork =k and y ¢ {0,6}. In other words, the non-polarized progressions are all repetitions and
parallelisms with y = 6 (tritone skip).

4.6. The structural role of polarities

Next, we prove that there is a unique symmetry p*[x] € Sym(R[x]) of the form e**?*c that
interchanges contrapuntal consonances and dissonances in the fiber I,. In particular, it leaves I,
unchanged. In the case when z = 0, p°[x] is the extension ¢**b studied in Proposition 3.11.

Definition 4.3. Let ¢ be a symmetry of R[x| and z € R. We say that g is z-invariant if it leaves
invariant the fiber I, that is, if g(I;) = L. &

We first compute some candidates to p*[x].

Proposition 4.4. A symmetry g of R[x], where ¢ = e"T%X(c +dx), is z-invariant if and only if
u=(1-c)z.

Proof. Note that

g(z+ Rx) =e"™*(c +dx)(z + Rx)
=cz+u+ ((c+da)R+dz+v)x =cz+u+ Rx.

Thus, g is z-invariant if and only cz + u = z, the latter condition being equivalent to u =
(1—-o0)z. O

We denote by H, the group'* of all z-invariant symmetries of R[x]. In the case when z = 0,
we simply write H instead of Hy. The conjugation automorphism e* o (—) oe™* of Sym(R[x])
restricts to an isomorphism H — H, for each z, as established in the following proposition.

Proposition 4.5. For each z € R, the conjugation homomorphism e* o (—)oe * : H — H, is an
isomorphism of groups.

Proof. First, let us prove that the conjugation homomorphism has its images in H,. If h € H, then
e“ohoe ?(z+ Rx) =¢*oh(Rx) =¢*(Rx) = z+ Rx.
Moreover, the inverse of e o (—)oe % ise %o (—) o ¢é?. O

The uniqueness in the following theorem offers an explanation of the structural role of the
strong dichotomy (K, D, p) with p = ¢b.

141n fact, this set is a group since it is an stabilizer one.
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Theorem 4.6. Let (K, D,eb) be a strong dichotomy of R. For each z € R, there is a unique z-invariant
symmetry p?(x| of the form e"+?*c, defined by p*[x] = % 0 e**b o e~% = e(1-)2HaXp sych that

pP*Ix](z+Kx) =z+ Dx.

Proof. Since symmetries p’ € H, of the form e“"?*c such that p’(z + Kx) = z+ Dx are in
correspondence (conjugation) with symmetries in H, of the same form, sending K x to D x, the
proof of the theorem reduces to the case when z = 0 (Proposition 4.7). In that case, p°[x] is ¢"*b,
50 pA[x] = €% 0 e Xbo e = ell-b)ztaxp, O

Proposition 4.7. Let (K, D, eb) be a strong dichotomy of R. The symmetry e**b is the unique 0-invariant
symmetry of the form e"*9*c sending K x to D x.

Proof. First, by Proposition 4.4, necessarily u# = 0. Now, e¢’*c sends Kx to Dx if and only
e’c(K) = D. Hence, e’c = b and e"TXc = e?Xp. O

4.7. The local condition on the deformed dichotomy
Lemma 4.8. Let g be a symmetry of R[x]. For each z € R, there is 7y, € Sym(R) such that
SXX)NE =z +7:(X)x
for any subset X of R. Concretely, if g = e"T*(c + d x), we define
e = Pt E (0 4 dgy).
Proof. If g = e"""*(c + d x), then
XX NL=z+ ((c+da)X +v+dc(z—u))x=z+7:(X)x.
O

Theorem 4.9. Let (K, D, p) be a strong dichotomy of R and g € Sym(R|[x]). The following conditions are
equivalent.

1. The symmetry p*(x| is the unique p’ € H, of the form e"*?*c such that

p'(g(K[X]) N Iz) = g(D[x]) N L. 4)
2. The equation p*[x](g(K[x]) N'I;) = g(D[x]) N I, holds.
3. The equation p7y, = y,p holds, where -y, is as in Lemma 4.8.

Proof. Equation (4), for p’ = e"*?*c € H,, is equivalent to the equations (ec)y;(K) = v:(D),
v71(e%c)y2(K) = D, and (€%c)y; = 7zp, by Lemma 4.8 and the fact that p is a polarity. The last
equation (and hence Equation (4)) has a unique solution for e’c (respectively p’) and Equation (4),

for p’ = p*[x|, is equivalent to py; = :p, so 1 is equivalent to 3 and 2. O

5. SIMPLIFIED COMPUTATION OF ADMITTED SUCCESSORS

In this section we characterize the admitted successors of a contrapuntal consonance z + k x as the
translations, by z, of the admitted successors of k x associated with contrapuntal symmetries in H.
This offers an important simplification of the original computation.

First, we transfer the symmetries satisfying conditions 1, 2, and 3 in Definition 4.1, and admitted
successors, between the consonances z + k x and k x. The basic tool is the translation permutation
e*o (—) : Sym(R[x]) — Sym(R[x]), whose inverse is e~ % o (—).

15
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5.1. Transfer of the first condition

Let z + k x be a contrapuntal consonance. We define S! -+kx as the set of all ¢ € Sym(R([x]) satisfying
condition 1 in Definition 4.1, namely z 4+ kx € g(D[x]). Note that the translation e* o (—) restricts

to a bijection S} — S;+kx This means that kx € g(D[x]) if and only if z 4+ kx € e*g(D|[x]).

5.2. Transfer of the second condition

We define S? as the set of all ¢ € Sym(R[x]) satisfying condition 2 in Definition 4.1, namely
p*[x](g(K[x]) N ) = g(K[x]) N L. The translation ¢* o (—) restricts to a bijection S3 — SZ, as
proved by the following equivalences. Recall that p°[x] = e~% o p*[x] o €? by Theorem 4.6.

p [XJ(g(K[x]) N Io) = g(DIx]) N o &
p*[xle*(g(K[x]) N Io) = g(Dx]) N Ip =
[ Je*(¢(K[x]) N Io) = €*(g(D[x]) N Ip) <

pX(eg(Kx]))N L) = eg(D[x]) N I

In fact, €%, as a bijection, commutes with intersections and ¢*(Iy) = L.

O[X
—Z

5.3. Transfer of the third condition and admitted successors

Let z + kx be a contrapuntal consonance and S, i the set of all g € Sym(R[x]) satisfying 1 and 2

in Definition 4.1. Since the translation e* o (—) restricts to bijections between sets of symmetries

satisfying 1 and 2, respectively (Sections 5.1 and 5.2), then it restricts to a bijection Sy — S;1kx-
On the other hand, note that

e*(g(K[x]) NK[x]) = e*g(K[x]) N e*(K[x])
= ¢ (K[x]) NK[x].

The second equation holds because X|[x] (for any X) is invariant under transformations of the form
e¥. In particular, this means that |g(K[x]) N K[x]| = |e*¢(K[x]) N K[x]| and hence, in that sense, the
bijection Sgx —> S,k preserves the cardinality of the sets of the form g(K[x]) N K[x].

Thus, |g(K[x]) N K[x]| is maximum, among all ¢ satisfying 1 and 2 in Definition 4.1, for the
consonance kx, if and only |e*g(K[x]) N K[x]| is for z + k x. This means that Sy, — S,k restricts
to a bijective correspondence between contrapuntal symmetries.

In particular, g(K[x]) N K[x] is a set of admitted successors of k x if and only if e*g(K[x]) N K[x]
is for z + k x. This implies the following lemma.

Lemma 5.1. The sets of admitted successors of z + k x can be computed as those of the form
e*(8(K[x)) N K[x)),

where g is a contrapuntal symmetry for k x.

5.4. Restricting symmetries

Given a symmetry g, we next prove that ¢(K[x]) = h(K[x]), where h € H. Note that this
immediately implies that / is contrapuntal for z + k x whenever g is. This suggests drawing our
attention to the contrapuntal symmetries in H.

Recall that H; consists of all z-invariant symmetries of R[x], that is, the symmetries of the form
e(1=0)2+0X (¢ 4 d x) with ¢,c +da € R* (Proposition 4.4).
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Proposition 5.2. Let g be a symmetry of R[x]. For each z € R, there is g, € H, such that

8(X[x]) = g=(X[x])
for any subset X of R. Concretely, if g = e"+t?X(c +dx), then g, is ge¥, where w = ¢~ (z — u) — z.

Proof. Note that the symmetry g, defined above is in H;, by Proposition 4.4, since cw +u = (1 —c¢)z.
Thus,

8:(X[x]) = ge”(X[x]) = g(X[x]).

5.5. Main theorem

Our previous observations lead to a considerably simpler characterization of contrapuntal symme-
tries and admitted successors, only involving symmetries in H.

Proposition 5.3. The admitted successors of a consonance z + kx € K[x] can be computed as the elements
of the sets of the form
e*((K[x]) N K[x]), ©)

where h € H and
(a) kx € h(DI[x]),

() p°[x](h(K[x]) N Ip) = h(D[x]) N Iy, and
(c) the cardinality of h(K[x]) N K[x] is maximum among all h € H satisfying (a) and (b).

Proof. By Lemma 5.1, it is enough to show that the collection of all sets of the form ¢(K[x]) N K[x]),
with g contrapuntal symmetry for kx, is equal to the set of all intersections #(K[x]) N K[x]) with h
satisfying (a), (b), and (c) above.

If ¢ is a contrapuntal symmetry for kx, then, since ¢g(K[x]) = go(K[x]) (Proposition 5.2),
Qo is a contrapuntal symmetry and, in particular, satisfies (a) and (b). Also, g(K[x]) NK[x] =
go(K[x]) NK[x] and gy satisfies (c) because H C Sym(R[x]).

Conversely, if h satisfies (a), (b), and (c), we claim that & is a contrapuntal symmetry and hence
h(K[x]) N K[x] is an usual admitted successors set. To prove the claim, take g satisfying 1 and 2 in
Definition 4.1 for the consonance k x. The symmetry g satisfies (a), (b), and g(K[x]) = go(K][x]), so

18(K[x]) N K[X]| = [go(K[x]) N K[x]| < |1(K[x]) N K[x]],
and / is contrapuntal. O

If we replace condition (b) in Proposition 5.3 by its equivalent 3 in Theorem 4.9, we immediately
obtain the main theorem.

Theorem 5.4. The admitted successors of a consonance z + kx € K[x] can be computed as the elements of
the sets of the form
e*(h(K[x]) N K[x]), 6)

where h = e"*(c +dx) € H and
1. kx € h(DIx]),
2. poe?(c+da) =e(c+da)op, and
3. the cardinality of h(K[x]) N K[x] is maximum among all h € H satisfying 1 and 2.
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This theorem says that, to compute the admitted successors of a consonance z + k x, it is enough
to do so for kx, and then apply the transposition ¢ (Equation (6)). In this simplification we only
use symmetries in H and reduce the condition 2 to a suitable commutativity. This situation agrees
with the fact that in Renaissance and the common-practice period contrapuntal consonances are
invariant with respect to musical transposition.

6. COUNTING FORMULAS AND MAXIMIZATION

Let R be a finite ring, (K, D, p) a strong dichotomy of R with p = ¢?b, and {K[x], D[x|} the induced
dichotomy of R[x]; see Proposition 3.11.

According to Theorem 5.4, it is desirable to count the number of elements of the sets of the
form h(K[x]) N K][x], for h € H, so as to choose suitable maximum cardinals.

If e*(c + dx), with ¢,c + da € R*, belongs to H and r + kx € K][x|, then

eX(c+dx)(r+kx)=cr+ ((c+da)k+ov+dr)x.
Let LI denote the disjoint union of sets. Thus,

e*(c+dx)(K[x]) = | | er + ((c+da)K+v+dr)x

reR
and
e (c+dx)(K[x]) NK[x] = | | cr+ (((c + da)K + v +dr) NK) x 7)
reR
because e’c is a permutation of R, and hence
e”(c+dx)(K[x]) NK[x]| = }_ |((c + da)K + v +dr) NK|. (8)
reR

Moreover, we can assume that @« = 0 in the last equation in view of the following ones, where
Xk : R — {0,1} is the characteristic function' of K.

Y l((c+da)K+v+dr)nK| =Y Y xk((c+da)k+v+dr)
reR reR kek

= Z ZXK(ck—f—v—i—d(ock—f—r))
reRkekK

=Y Y xx(ck+v+d(ak+r7))
keKreR

=Y ) xx(ck+v+dr)

keKreR

=) [(cK+v+dr)nK]|
reR

Given an element d in a ring R, we have the R-endomorphism d - — : R — R : r — dr, which
is useful in the following discussion.

Lemma 6.1. Let K and K’ be subsets of a finite ring R and d € R. The equation

YK +dr)nK[=p ),  [K|[K 9)
reR y€Coker(d-—)

157t sends r to 1 if r € K and sends 7 to 0 otherwise.
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holds, where Coker(d - —) = R/dR,
Xy={xeX[[x] =7}
for each X C R, and p = | Ker(d - —)|. Here, [x] denotes the class of x in Coker(d - —).

Proof.

Y (K +dr)nK|=p Y [(K'+r)nK]|
reR redR

=p Y. Y xx(s+r)

redR seK’

=p Y. ) xx(s+r)

seK’ redR

=p ) Ky

seK’

=p ), IKIKI=p ) KK
Y€K’ /dR yeCoker(d-—)

As to the last equality, note that if 7 is not in the image K’ /dR of K’ under the canonical projection
onto the cokernel, then |K/,| = 0. O

Let us remark a curiosity. In Lemma 6.1, the cases d = 1 and d = 0 correspond to the formulas

Y (K" +7)nK| = [K'[[K]
reR

and

Y |K'nK| = [R||K'NK|

reR
respectively; see [11, Lemma 48]. We can exemplify the first formula by saying that the total
number of common notes between the C major triad {C, E, G} and all its transpositions in Z,
is 3 x 3: three common notes with itself and a common note with E, G, Ab, Eb, F, and A major
chords.

The following corollary illustrates the lemma in the important case when the ring is Z,,.

Corollary 6.2. Let K and K’ be subsets of Z, and d € Z,,. The equation
n—1 p—1
L (K +dr)nK| = p } [Ki[IKi] (10)
r=0 i=0

holds, where
Xi={xeX|x=i (modp)}

for each X C Zq, and p = ged(d, n).
Proof. Note that for each finite ring R (isomorphism and index theorems for groups)
|Ker(d-—)| = |R|/|dR| = |R/dR| = | Coker(d - —)|.

If R = Zy, then by [7, Theorem 6.14], R/dR = Z,/dZ, = Z,/pZy = Z,, where p = gcd(d, n),
so |Ker(d-—)| = | Coker(d - —)| = p. Moreover, [x] = 1 for v € Coker(d - —) if and only if x = i
(mod p) by identifying 7 and i through the isomorphism Coker(d - —) = Z,. O
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d 0 Z |(K' 4+ dr)NK]|

0 12 12 (IKy| + K3 + |[Ky| + |[K7| + [Kg| + [Kg])
1,5,7,11 | 1 36

2,10 2 |36

3,9 3 | 3(|Kp[3+ K7 |2 + [Ky)

4,8 4 | 4(IKp[3 + K| + [K5[2)

6 6 | 6(Kpyl + [Ki[ + [K5[ + [K5[2 + [K}])

Table 1: Values of the right-hand side of Equation (8) for the Renaissance dichotomy.

Example 6.3. Let (K, D, ¢%5) be the Renaissance strong dichotomy of Z1,, with K = {0,3,4,7,8,9}
and D = {1,2,5,6,10,11}. Table 1 contains the particular values of the right-hand side of
Equation (8), by using Equation (10) with K’ = ¢K + v, for d ranging over Z,. Next, we briefly
justify each row.

Case d = 0. The number of elements in K congruent to i modulo 12 is just given by the
characteristic function of K as a subset of Z».

Case d = 1,5, 7, 11. Since all integers are congruent modulo 1, we obtain the expression |K’||K]
for the sum, whose exact value is 6 X 6.

The case d = 2, 10 is quite interesting. The integers congruent to 0 (respectively 1) modulo 2 are
the even (respectively odd) ones. Now, there are three even numbers (0, 4, and 8) and three odd
numbers (3, 7, and 9) in K. Thus, the counting formula becomes 2(|Kj[3 + |K/ |3). But multiplying
K by ¢ (which is always odd because it is invertible) does not alter the parity of its elements, and
adding v to cK does not alter the number of odd or even elements. For this reason, |K| = |K}| =3
and the exact value of the counting formula is 2((3 x 3) + (3 x 3)).

Case d = 3, 9. In this case, |Ko| = [{0,3,9}| =3, |K1| = |{4,7}| =2, |Kz| = |{8}| =1, and the
remaining terms of the form K; are empty.

Case d = 4, 8. Here |Kyg| = [{0,4,8}| = 3, |[K1| = [{9}| = 1, |K3| = [{3,7}| = 2, and the
remaining terms of the form K; are empty.

Case 4 = 6. Here [Kal = [0} =1, K| = {7} = 1, Kal = I{8)] = 1, lkal = |{2,9} =
|K4| = [{4}] =1, and the remaining terms of the form K; are empty.

Another important consequence of the equation

Y I(K'+dr)nK|=pg Y [(K'+7r)NK]|
reR redR

in the proof of Lemma 6.1 is that if dR = d'R, then
pa = |Ker(d- —)| = |R|/|dR| = [R|/|d'R| = pg

and hence
Y I(K' +dr)nK|=Y_ |(K'+d'r)NK|.
reR reR
Moreover, in the case when R = Z,, we observe from Equation (10) that we can reduce the

computation of the sums of the form Y [(K' +dr) N K] for all d with the same p (recall that
reR
p = ged(d, n)) to that of the sum Y |(K’ + pr) N K|, since these sums coincide.
reR
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6.1. Main counting formulas

Now, according to Equation (8) (with a« = 0), we will focus on the case when K’ = ¢K 4 v with
c invertible in R. Let us assume that d is in the center'® Z(R) of R. We claim that the sequence
(IK%[)y is a rearrangement'” of (|K,|)., where <y ranges over Coker(d - —). In fact,

K| = [{ec(k) | k € K and [ec(k)] = [r] in Coker(d - —)}| (11)
:|{ez’c(k)|k€K,ck+U—r€dR}| (12)
= |{e%c(k) | k e K, k— (c"'r —c 'v) € dR}| (13)
= {e%c(k) [ k € K,k — (e ) '(r) € dR}| (14)
= [{e%c(k) | k € K, [K] = [(e%) ()] in Coker(d- —)}| (15)
1

=|{ke K| [k] =[(e%)"
= [Kjeve)-1(0) |

(1} (16)

Equation (11) holds by the definitions in Lemma 6.1. Equation (12) corresponds to the definition
of equality in the quotient Coker(d - —). Equation 13 follows from the fact that z € dR implies
¢ 'z € c7'dR = dc™'R = dR whenever d € Z(R). Equation (14) holds since the inverse of ¢’c is

—c 1y —1

e ¢~ according to Section 2. Equation (15) is the definition of equality in the cokernel again.
The equality of cardinalities in Equation (16) holds because e“c is a bijection.

Second, since d € Z(R), the function (actually a ring symmetry according to [14, p. 278]
because Coker(d - —) is a two-sided ideal of R)

[e’c] : Coker(d-—) — Coker(d-—)
[7] > [e%(r)]

is well defined (check) with inverse [(e?c)~!], so [e’c] and [(e’c)~!] are permutations of the
cokernel. Thus, regarding (|K’,|), and (|Ky|), as functions from the cokernel to IN, the former is

the composite of the latter with [(e’c) "] by the equality |KM| = [K{(eoc)-1(r)) | @bove. Also, note
that [(e%) 1] = [e=¢ "9c~1] = e~ 7" [?)[c] 1. This proves the main counting formulas.

Theorem 6.4 (Main counting formulas). Let R be a finite ring, d € Z(R), K C R, and e’*(c +dx) a
symmetry in H. The equation

e (c+dx)(KX)NK[X[=p ), [KgymllKl=p Y} [KslKiwggy)  (17)
y€Coker(d-—) seCoker(d-—)

holds, where K, = {x € K | [x] = v} and p = |Ker(d - —)|. In particular, if R = Z,, the right-hand
term of Equation (17) coincides with

p—1
0 Y Kl [Keoei |, (18)
i=0

where K; = {x e K| x =i (mod p)}, p = ged(d, n), and e“c is reduced modulo p.

Proof. Combine the previous discussion with Equation (8), Lemma 6.1, and Corollary 6.2. The
second equality in Equation (17) follows from the first one and the change of variable § =
[(e%e) (). 0

161t consists of those r in R such that rs = sr for all s € R.
17 A rearrangement of a function (sequence) f : S — X is a function of the form f o ¢, where ¢ is a permutation of S.
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6.2. Maximization criterion

The following maximization criterion helps to find symmetries h such that |h(K[x]) N K[x]| is
maximum among all symmetries with i = ¢?*(c +dx) and d € Z(R) fixed. It is important to
emphasize that it need not find symmetries with maximum values among all symmetries satisfying
conditions 1 and 2 of contrapuntal symmetry, but is very useful to discard a number of symmetries
whose values are not maximum.

Theorem 6.5 (Maximization criterion). Assume the hypotheses of Theorem 6.4. The right-hand side of
Equation (17)

P Z |K’Y| |K[evc]('y)|
yeCoker(d-—)

is maximum, for e’c ranging over all symmetries of R, if and only if |K|pe ()| = |Ky| for each v €
Coker(d - —). In particular, the sum is maximum if e’c = e°1 (mod d), that is,'® if v =0 (mod d) and
¢ =1 (mod d). Further, the maximum value is

Y 2 ‘K7|2-

yeCoker(d-—)

Proof. Apply the rearrangement inequality (Theorem 13.1) to the sequences

(|K’Y|)’Y and (|K[evc]('y) D’)”

the latter being a rearrangement of the former by Section 6.1. O

Certainly, the criterion is useful because if a symmetry ¢?*(c + d x) satisfies the conditions 1
and 2 for a contrapuntal symmetry and e’c = ¢"1 (mod d), then we get rid of all symmetries
with the same d that induce a rearrangement of (|K|),, which are usually all but those satisfying
e’c = %1 (mod d).

7. THE LITTLE THEOREM OF FIRST-SPECIES COUNTERPOINT

The task of finding maximum cardinals subject to the conditions 1 and 2 seems to be difficult
in general. In the Little theorem of counterpoint, which we prove for the dual numbers case, we
establish that each consonance has at least |K|? admitted successors. For example, in Renaissance
counterpoint, each consonance has at least 36 admitted successors. However, this approximation
theorem does not provide the admitted successors explicitly, which requires a greater effort.

The proof idea of the little theorem of counterpoint is the following. If we prove that there is at
least an /1 € H satisfying the conditions 1 and 2 in Theorem 5.4 for all consonances kx € K[x], then
we deduce that the number of admissible successors is at least |h(K[x]) N K[x]| by the maximum
property of admitted successors sets associated with contrapuntal symmetries. Finally, Theorem 6.4
gives the exact value of |h(K[x]) N K[x]|.

So as to prove the existence of such an &, we first need to give concrete criteria for deciding
when an h € H satisfies 1 or 2. We do this in Sections 7.1 and 7.2. Finally, we translate our result
to any consonance z + k x, by using the bijective translation e*.

18Definition. We say that x =y (mod d) if [x] = [y] in R/dR.
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7.1. The first condition criterion

Regarding the condition 1 in Theorem 5.4, given I = e”*(c + d x), we have the following equiva-
lences, where p is the polarity ¢*b of (K, D, eb).

kx € h(D[x]) < k € (c+da)D+v
< ke (c+da) p(K)+ov
< v=k—(c+dua)- p(s) for some s € K

7.2. The second condition criterion
As to 2 in Theorem 5.4, given h = ¢”*(c + d x), we have the following equivalences.
poe’(c+da) =e’(c+da)op < e'boe’(c+dna) =e’(c+da)oeb
& (04 da) = TN (¢ 4 da)b
& bv+a=(c+da)a+vand b(c+da) = (c+da)b

7.3. The little theorem

In the dual numbers case (¢ = 0), we can prove the existence of an i € H with d = 1 that satisfies
1 and 2 in Theorem 5.4, for the consonance ke. In fact, according to Sections 7.1 and 7.2, it is
enough to show that the following system of equations, in the unknowns v € R, c € R*,d € R

and s € K, has at least a solution.
v=k—cbs—ca
bv+a=ca+v

bc=cb

Certainly, it has the solution v = —ba =a,c =b,d = 1, s = k (note that b2=1andba+a=0
since ¢°b is involutive by Proposition 3.6). To conclude, e~ (b + ¢) is the desired h.

Lemma 7.1. Let R be a finite ring and (K, D, p) a strong dichotomy. Each consonance ke has at least |K|?
admitted successors.

Proof. 1f h € H satisfies d = 1, then, according to Lemma 6.1,

h(K[e]) NKe]| = ZR (K + v+ r)NK| = [cK +]|K| = [K[2

Hence, h, with h = e’b‘le(b + €), satisfies 1, 2, and the previous equation. Now, let N be the
number of admitted successors of ke. If i’ satisfies the conditions of Theorem 5.4, for ke, then

N > |W(K[e]) NK[e]| > [h(K[e]) N Klel] = [K[2
O

An upper bound for a single contrapuntal symmetry can be obtained as well. First, suppose
that d is not 0. Note that

Y [(cK+v+dr)nK|=p Y [(cK+v+7)NK],
reR redR

where d- — : R — R is the R-endomorphism that sends an element r € R to dr, and p =
| Ker(d - —)|.
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In the case when ¢°*c is not the identity ¢’1, note that |(cK + v+ r) N K] is at most |K| — 1
since K is rigid. On the other hand, there is at most a value of r in dR that makes ¢?*"¢ the identity,
and hence there is at most an r such that |(cK+ v+ r) N K| = |K|. Thus,

p T I(eK+0-+1) 1K] < pl(4R] ~ DK~ 1) + K]
=p[('§'1) <|1<|1>+1<|]

—o| (2 1) (x1-1)+1x]

=2|K[*> = 2|K| +p
< 2|K[* = 2|K| + |K| = 2|K|* — K|

As to the last inequality note that p, as a divisor of |R| that is not'’ |R|, must be less than or equal
to |K| (which coincides with |R|/2), the greatest divisor of |R| different from |R]|.
Now suppose that d = 0. So as to find an upper bound for

Y [(cK+v)NK|
reR

we consider two cases. If ¢ # 1, then ¢“c is not the identity 1. If ¢ = 1, then, since we require
h (for h = e%c) to satisfy condition 1 in Theorem 5.4, by Section 7.1, v = k — p(s) for some
s € K. This means that v # 0 since p(s) € D, and hence ¢’c is not the identity. In both cases,
|(cK+v) NK| < |K| —1 since K is rigid. Thus,

Y. [(eK+0) N K| < [R|([K| 1) = 2|K|(|K| - 1)< 2[K]* - [K].
rerR

To sum up, by collecting the results for d # 0 and d = 0 and using Theorem 5.4, we obtain the
upper bound in the following theorem.

Theorem 7.2 (Little theorem of counterpoint). Lef R be a finite ring and (K, D, p) a strong dichotomy.
Each consonance x + ke has at least |K|? admitted successors, and at most 2|K|> — |K| for a single
contrapuntal symmetry.

Proof. By Theorem 5.4, ¢* is a bijection between the sets of admitted successors of ke and z + ke.
Thus, the number of admitted successors of z + ke is equal to the number of admitted successors
of ke. The lower bound now follows from Lemma 7.1. The upper bound corresponds to the
preceding discussion. O

7.4. Steps for the computation of contrapuntal symmetries

The steps for calculating the contrapuntal symmetries e’*(c + d x) in H, for a consonance of the
form kx, are the following. We start with a strong dichotomy (K, D, e?b).

1. Solve the following system of equations in the unknowns ¢ € R*, v, and d.

bv+a=(c+da)a+v
b(c+da) = (c+da)b

This corresponds to condition 2 of contrapuntal symmetry (Section 7.2).

In fact p, which is by definition | Ker(d - —)|, is equal to |R| if and only if d = 0; but we are assuming d # 0.
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2. For each consonance k x, among the symmetries of the form e”*(c 4 d x) obtained in 1, choose
those with v € k — ¢D. This corresponds to condition 1 of contrapuntal symmetry (Section
7.1). The reason for first computing the symmetries satisfying condition 2 is that those
symmetries are usually less than those satisfying condition 1, so we perform less operations.

3. For each consonance kx, among the symmetries e”*(c + d x) obtained in 2, choose those
such that the right-hand term of Equation (9)

Y Z |(cK+ ) |[Ky]
yeCoker(d-—)

with K’ = cK 4 v is maximum. This ensures that the condition 3 holds by Equation (8). In
the case when R is commutative, maximize the right-hand side of Equation (17). In the case
when R = Z,, maximize Equation (18). So as to discard a number of symmetries, if R is
commutative, Theorem 6.5 can be used.

In the next section we apply the previous steps to computing the contrapuntal symmetries in
the case of first-species Renaissance counterpoint.

8. FIRST-SPECIES RENAISSANCE COUNTERPOINT
Let (K,D,e?5) be the Renaissance strong dichotomy of Zj;, with K = {0,3,4,7,8,9} and
D = {1,2,5,6,10,11}. Next, we compute the respective contrapuntal symmetries and admit-
ted successors, in the dual numbers case (¢ = 0). In Section 11.1, we explain a simple procedure
for obtaining the contrapuntal symmetries in the case & = 1.

8.1. Condition 2

By the commutativity of Zi,, the condition 2 for symmetries e”“(c + de) € H, ¢ € R*, reduces to
solve the equation
504+2=c2+v,

which is equivalent to
4v =2(c—1).

If c = 1,7, then the equation becomes 4v = 0, so v = 0,3,6,9. If c = 5,11, then the equation
becomes 4(v —2) = 0 and hence v = 2,5,8,11. The solutions are summarized in the following
table.

c [%
1,7 10,3,6,9
5,11 1 2,5,8,11

8.2. Condition 1

Now, among these solutions we choose, for each consonance ke, those satisfying
veck—cD.

In the following table, we organize the results of the operations involved. Specifically, we compute
3Z1;N(k—cD) forc=1,7 and (24 3Z1;) N (k —cD) for ¢ = 5,11.
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. k1o 3 4 7 8 9

1 {6} {9} {36} | {69} ]1{369} | {3}

5 {2,511} | {2,5,8} | {2,11} | {2,5} | {2} {2,8,11}
7 {6} {9} {6,9 {09} | {369} | {3}

11 {2,511} | {2,5,8} | {2,5} | {58} | {2} {2,8,11}

We can easily fill in the table as follows. There are six entries, namely those labelled by (c, k)
with ¢ = 1,5 and k = 0,4, 8, which we can start from, the other being obtained by using certain
symmetries. In fact, note that

7(3Z12 N (k— D)) =3Z1,N (7k —7D)),
7((243Z12) N (k—5D)) = (24 3Z1) N (7k — 11D),
3+ (8Z1pN(k—cD)) =3Z1, N (£3+k—cD),

and
+3 + ((2+3le) N (k — CD)) = (2%3212) M (:E3 +k— CD).

For example, the entry (1,3) is obtained by adding 3 to the entry (1,0), and the entry (7,0) is
obtained by multiplying the entry (1,0) by 7.

8.3. Maximization

In the case of the Renaissance dichotomy, Theorem 6.5 allows us to obtain the following table
of maximum values, without the restrictions of conditions 1 and 2 of contrapuntal symmetry,
and their corresponding symmetries. We do not include the value d = 0, whose maximum is not
useful because the identity does not satisfy the condition 1. After the table we justify the results.

d © | maximum 121‘, |(cK+v+dr)NnK| | e’c

r=0
1,5,7,11 | 1 36 any
2,10 2 36 any
3,9 3 42 =¢%1 (mod 3)
4,8 4 56 = ¢%1 (mod 4)
6 6 48 =¢%1 (mod 6)

If p = 3, since all entries of the vector (|Ky|,|K1|, |Kz|) are different (Example 6.3), then
the unique rearrangement that coincides with it is the composition with ¢°1, and hence the
maximum is only taken for the identity modulo 3. The same is true for p = 4. If p = 6, then
(IKol, |K1|, |K2l, |K3]|, |Kal, |K5]) = (1,1,1,2,1,0). Now, if a symmetry e’c modulo 6 induces a
rearrangement that leaves the vector invariant, then the rearrangement leaves K3 invariant, but
e’c(3) = 3+ v = 3 and hence v = 0. Moreover, ¢’5(1) = 5 and hence it does not induce a
rearrangement that leaves Kj invariant, so e’c = ¢’1.

Contrapuntal symmetries for Oe.

According to the table in Section 8.2, there are exactly two symmetries for p = 6, namely
€% (1 + 6¢) and €% (7 + 6¢), with e°c congruent to e’1 modulo 6. This allows us to discard the
cases p = 3,2,1. Up to now the maximum is 48, and it remains to examine the cases p = 4,12.

In the case when p = 4, the residues modulo 4 of the candidates in the table produce the
following sums, calculated with Equation (18).
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P11 ]2 |3
C
1 36 | 16 | 36
3 24 | 20 | 48

Thus, we have found two new symmetries with sum 48 (the maximum up to now), namely
e''€(11 + 8¢) and e''¢(11 + 4¢). Here, e'111 = ¢33 (mod 4).
It remains to examine the case p = 12. We have the following sums.

“le |2 |5 |11
C
1 24
7 36
5 0 |36 36
11 12 | 24 | 48

This means that the maximum sum is 48 and that there is yet another symmetry e!1€11.
Contrapuntal symmetries for 3¢

According to the table in Section 8.2, there are exactly two symmetries for p = 4, namely ¢3¢ (5 + 4e¢)
and €% (5 + 8¢), with e“c congruent to "1 modulo 4. We thus discard the cases p = 6,3,2,1. Up to
now the maximum is 56.

The remaining case is p = 12. We have the following sums.

“log |2 |5 |8
C
1 36
7 24
5 0 |36 | 48
11 12 [ 24 | 36

The maximum is 56 and there are no more contrapuntal symmetries.
Contrapuntal symmetries for 4¢

There are exactly two symmetries for p = 6, namely €% (1 + 6€) and €% (7 + 6¢), with e’c congruent
to €1 modulo 6. This allows us to discard the cases p = 3,2,1. Up to now the maximum is 48.
The sums are less than 48 for p = 4 as shown in the following table.

Y11 ]2 |3
C
1 16 | 36
3 24 [ 20

The case p = 12 yields the following sums.

. 1316 |2 |11]9 |5
1 36 | 24

5 0 |36

7 36 24

11 12 24
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Hence, the maximum is 48 and there are no more contrapuntal symmetries.

Contrapuntal symmetries for 7¢

The case p = 12 yields the following sums.

. “lo |6 |2]8 |9 |5
1 24 36
5 0 36
7 60 24
11 36 24

Thus, we discard all remaining cases for p and the maximum is 60, corresponding to a unique
contrapuntal symmetry e’7.

Contrapuntal symmetries for 8¢

There are exactly two symmetries for p = 6, namely €% (1 + 6€) and €% (7 + 6¢), with e’c congruent
to "1 modulo 6. This allows us to discard the cases o = 3,2,1. Up to now the maximum is 48.
The sums for p = 4 are the same of the consonance Oe. In the table from Section 8.2, we observe
that there are two additional symmetries, namely ¢3¢ (7 + 4¢) and ¢3¢ (7 + 8¢), with e’c congruent
to ¢33 modulo 4.
The case p = 12 yields the following sums.

) 12 13 |6 |9
1 36 | 24 | 36
5 0
7 48 | 36 | 24
11 12

Hence, the maximum is 48 and there is an additional contrapuntal symmetry 7.
Contrapuntal symmetries for 9¢
There are exactly two symmetries for p = 4, namely €% (5 + 4€) and €% (5 + 8¢), with e’c congruent

to "1 modulo 4. We thus discard the cases p =6,3,2,1. Up to now the maximum is 56.
For p = 12 we have the following sums.

P13 |2 |11]8
C
1 36
7 48
5 0 |36 | 48
11 12 | 48 | 36

The maximum is 56 and there are no more contrapuntal symmetries.
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Figure 3: A first-species counterpoint example given by Fux, which is in the Dorian mode, and the contrapuntal
intervals involved.
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8.4. Admitted successors

We can finally obtain the list of admitted successors, by directly using Equation (7) for each
contrapuntal symmetry / obtained in Section 8.3; see Table 2.

The prohibition of parallel fifths is an important conclusion that we can draw from the table.
In fact, the consonance 7€ has as set of admitted successors Z1; + (K \ {7} )e, that is, any interval
can follow a fifth, except a fifth.

Figure 3 is an example of first-species composition in Dorian mode by Fux [8, p. 29]. After
suitably transposing the transition from each bar to the next, we have the following counterpoint
symmetries. The symmetry e’7 occurs from bars 1 to 2, 4 to 5, and 6 to 7. The symmetry
e3¢ (5 + 4e) occurs from bars 3 to 4 and 9 to 10. The symmetry ¢% (7 + 6¢) occurs from bar 5 to bar
6. The symmetries % (7 + 6¢) and e% (1 + 6¢) occur from bars 2 to 3 and 8 to 9. The symmetries
e3¢ (5 + 4€) and €% (5 + 8¢) occur from bars 7 to 8 and 10 to 11.

9. A NON-COMMUTATIVE COUNTERPOINT

Consider the data of Example 3.10. There, we have the strong dichotomy (K, D, el ) of the ring
R of upper triangular matrices on Z;, with K = {0, A1, Ay, A3} and D = {I, By, B, B3}, where
Bi = Aj+1Ifori =1,2,3. In this case, b = I and a = I. Let us compute the contrapuntal
symmetries and admitted successors in the dual numbers case.

9.1. Condition 2

We solve the equation
v+I=c+uo,

so ¢ = I, and v and d range over R.

9.2. Condition 1

Now, among the previous solutions, we take, for each consonance ke, those satisfying
vek—D=k+D.

The following table contains the results.

k 0 Al Az A3
k+D D {Bl/IrAB/AZ} {B21A3rIrAl} {BB/AZIAl/ I}
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k | |h(Kle]) NK]e]| h admitted successors of ke
6e r+{3,9}¢, r even
e**(1+ 6¢) r+ Ke, r odd
¢ (7 + 6¢) r+{3,7,9}¢, r even

r+ (K\ {7})e, r odd

{0,3,6,9} +{3,4,7,8}¢
0 48 el'€(11+ 8¢) | {1,4,7,10} +{0,3,7,8}¢
{2,5,8,11} + {0,3,4,7}¢
{0,3,6,9} +{3,4,7,8}¢
el€(11+4¢e) | {1,4,7,10} +{0,3,4,7}e
{2,5,8,11} 4+ {0,3,7,8}e
€11 Z1, +{3,4,7,8}¢

{0,3,6,9} +{0,4,7,8}e
e (5+8¢) | {1,4,7,10} + (K\ {7})e
{2,5,8,11} + (K \ {9})e

3 %6 {0,3,6,9} +{0,4,7,8}¢
e (5+4e) | {1,4,7,10} + (K\ {9})e
{2,5,8,11} 4 (K \ {7})e
6€
4 48 2662; i 23 seek =0
7 60 7 Zpp+ (K\ {7})e
e%€7 Z1; +{0,3,4,7}e
6€
T e
{0,3,6,9} +{0,3,4,7}¢
8 48 (7 +4e) | {1,4,7,10} + {3,4,7,8}¢
{2,5,8,11} 4+ {0,3,7,8}e
{0,3,6,9} +{0,3,4,7}¢
e*(7+8¢) | {1,4,7,10} +{0,3,7,8}e
{2,5,8,11} + {3,4,7,8}¢
3e
9 56 igeg i 23 see k= 3

Table 2: Contrapuntal symmetries and admitted successors for the cantus firmus 0. We obtain the admitted successors
of z + ke by adding z to the cantus firmus of the results.
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9.3. Maximization

Sincec=1I,and I € Z(R), the maximization criterion (Theorem 6.5) remains valid in this case and
we use it.

We start by computing 7R, p, K/rR, and (|K,|,) in the following table. The ordering on 7 is
that written for the classes in K/7R. As before, the maximization criterion is not useful for the
case d = 0 since the identity does not satisfy the condition 1.

T R p | K/rR (IKy]7)
A1, Ay {0,A1, Ay, B3} | 2 | {A1R, AIR + A3} (3,1)
As, 1 R 11 {R} @)

B for i =1,2,3 | {0,5] (10,83, (4,17, (A1, Az, A3) (A7) | (1,1,2,0)

We have the following maximum values with the restriction ¢ = I. In the case p = 2, the
unique [¢”] inducing the identity rearrangement of (3,1) is the identity modulo A;. In the case
d = By, if [¢Y] induces an identity rearrangement of (1,1,2,0), then necessarily [¢”] leaves invariant
K{AZ,A3}r which is equal to { Ay, A3}. The possibilities are either v = 0 or v = By, that is, e” is the
identity modulo By. The cases d = By and d = B3 are similar.

d p | maximum Y [(K+v+dr)NK]| | v
reR
Ai,Ar | 2 20 0,Aq, Ay, B3
Az, 1 1 16 any
B, 4 24 0, B,
B, 4 24 0,B,
Bs 4 24 0, B;

Now we must compute the cardinalities for d = 0, that is, those of the form 8|(K + v) N K]
with v # 0 by the table in Section 9.2. We already have the computation of K + I + k, which is
just D +k, for k € K by the same table. Moreover, K+ A; = {0, A;} U ({B1, By, B3} \ {B;}). Thus,
8(K+9v)NK| =0if v =1and 8|(K+v)NK| =16 if v ¢ {I,0}, so the maximum cardinals
(subject to conditions 1 and 2) occur for the symmetries with maximum value 24 in the preceding
table. The following table shows the contrapuntal symmetries directly obtained.

k h
0 eBi€(I + Be) fori =1,2,3
A; (withi=1,2,3) | ePi€(I+ Bie)

9.4. Admitted successors

The direct use of Equation (7) for each contrapuntal symmetry h obtained in Section 9.3 produces
the following table. In this example, the maximization criterion is useful to determine all
contrapuntal symmetries.

k h admitted successors of ke
0 eBi€(I+ Be), 1<i<3 see k = A;
Iy , A3, 1By, B} + Ke
A; (withi=1,2,3 eBi€ (I + Bie {43, 1, B, By
il ) I+ Bie) {0, A1, Ay, Bs} + ({Ay, A, A3} \ {AiD)e
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Note that some parallelisms of the consonance A;e are forbidden in this notion of counterpoint.
The counterpoint notion that results from multiplication on the right is very similar.?’

10. LOCAL CHARACTERIZATION EQUIVALENCES

In this section we compare our condition 2 in Definition 4.1 with Mazzola’s original condition [11,
Definition 95].

The following result inspires the latter. It is a local version of the uniqueness property
of a strong dichotomy. Observe that the conjugation in Proposition 4.5 restricts to bijections
H(K[x],D[x]) — H:(K[x], D[x]) between respective sets of symmetries sending K[x| to D[x]
(check).

Theorem 10.1. Let (K, D, e"b) be a strong dichotomy of R. For each z € R, p*[x] is the unique z-invariant
symmetry such that (K[x|, D|x], p*|x]) is a self-complementary dichotomy of R[x]. In particular, by
Lemma 10.3,

p*[x](z+Kx) =z+ Dx.

Proof. Since self-complementary dichotomies (K[x], D[x], p) with p’ z-invariant are in correspon-
dence (conjugation) with self-complementary dichotomies (K[x], D[x], p) where p is O-invariant,
the proof of the theorem reduces to the case when z = 0 (Proposition 10.2). There, p°[x] = ¢**b, so
PZ [X] — 0% 0 e%Xp o ¢~ % = p(1=b)ztaxp O

Proposition 10.2. Let (K, D, e"b) be a strong dichotomy of R. The symmetry e**b is the unique 0-invariant
symmetry such that (K[x], D[x], e**b) is a self-complementary dichotomy of R[x].

Proof. Let h be a O-invariant symmetry, where h = ¢""X(c + d x). By Proposition 4.4, u = 0.
Moreover, if h(K[x]) = D[x], from Lemma 10.3, we obtain that (¢ + da)K + v = D, so the condition
that eb is a polarity implies that ¢ +da = b and v = a. Further, we claim that d = 0. In fact, by
the condition that #(K[x]) = D[x],

e*(c+dx)(1+Kx)=c+ ((c+da)K+v+d)x=c+ (D+d)x C D[x]

and
e"*(c+dx)(—1+Kx) = —c+ ((c+da)K+v—d)x=—c+ (D—d)x C D[x],

soD+dC Dand D—-d C D,and hence D+d C D and D C D +d. Thus, D = D + d and, since
both K and D are rigid (Corollary 3.3), d = 0.

Up to now, we know that each 0-invariant symmetry & such that h(K[x]) = D[x] is necessarily
e?*b. It remains to show that (K[x|, D[x], e?*b) is a self-complementary dichotomy. This was done
in Proposition 3.11. O

Lemma 10.3. If h is a z-invariant symmetry of R[x| such that h(K([x]) = DI[x], then h(z+ Kx) = z+ D x.

Proof. Under our assumptions,

h(z+ Kx) = h(K[x]N(z+ Rx)) = h(K[x]) N (z+Rx) = D[x] N (z+Rx) =z+ Dx.

We have the following corollary of Theorem 10.1.

20To be more exact, this notion is obtained by applying the previous theory to the opposite ring R% instead of R. In that
case, all right R-modules considered become left R-modules.
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Corollary 10.4. Let (K, D,e"b) be a strong dichotomy of R. For each z € R, K[x] is H,-rigid, and
f(K[x]) = f'(K[x]) implies f = f" whenever f, f' € H,.

Proof. As in the proof of Proposition 3.2, there is a bijection between H,(K[x|, D[x]) and the
stabilizer 0(K|[x]) with respect to H,. Thus, Theorem 10.1 implies that 6(K[x]) is trivial.

Now, suppose that f(K[x]) = f'(K[x]) with f, f’ in H. This implies that f'"~! o f(K[x]) = K[x],
sof'lof=id,and f = f. O

If we apply the condition of Theorem 10.1 to a dichotomy {K,D} of R[x], we obtain the
following one.

e The symmetry p?[x] is the unique p’ € H; such that (K,D,p’) is a self-complementary
dichotomy.

As explained in [10, Section 14.2], it is a sort of characteristic property of the partition {z + Kx,z +
D x} in the case of the Renaissance dichotomy (K, D, p).

If we apply it to a deformed dichotomy {g(K[x]), ¢(D[x])}, for g € Sym(R[x]), we get the
following condition.

e The symmetry p?[x| is the unique p’ € H; such that
(8(K[x]), g(DIx]), p')
is a self-complementary dichotomy.
First, let us prove that the latter is just Mazzola’s condition 2.

Proposition 10.5. Let (K, D, p) be a strong dichotomy, z € R, and § € Sym(R[x]). The following
conditions are equivalent.

1. The symmetry p*(x| is the unique p' € H such that (¢(K|[x]), g(D[x]), p') is a self-complementary
dichotomy.

2. The triple (§(K[x]), g(DIx]), p*[x]) is a self-complementary dichotomy.
3. The equation p*[x|g. = g.p*[x] holds, where g, is as in Propostion 5.2.

Proof. For each p’ € H;, by Proposition 5.2 and Corollary 10.4, we have the following equivalences.

p'(8(K[x])) = g(D[x]) &

p'(8:(K[x])) = g:(D[x]) &

p's:(K[x]) = g:p*[x|(K[x]) &
p's: = g=p°[x|

The last (and hence the first) equation has a unique solution for the unknown p’, so 1 is equivalent
to 3 and 2. O

The condition of Proposition 10.5 is stronger than our characterizing condition in Definition 4.1.
In fact, if p*[x](g(K[x])) = g(D[x]), then

P (K[x]) N L) = p*[x](¢(K[x])) N p*[x](Iz) = g(D[x]) N L.

Finally, we establish that under the commutativity of R, both conditions are equivalent.
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Theorem 10.6. Let (K, D, p), with p = eb, be a strong dichotomy of a commutative ring, z € R, and
g € Sym(R[x]). The following equations are equivalent.

L. p*[x(g(K[x])) = g(D[x])
2. p*X(8(K[x]) N Iz) = p*[x](g(D[x])) N L.

Proof. Suppose that ¢ = €“t?X(c +dx) and write w = v +dc !(z — u). By unraveling the
condition 3 in Proposition 10.5, which is just 1, it is equivalent to the following set of equations.

bc =cb

bw+a=(c+da)a+w
bd = db

On the other hand, 2 is equivalent to the condition 3 in Theorem 4.9, that is, to the following
system.
bw+a= (c+da)a+w
{ b(c+da) = (c+da)b

Hence, 1 and 2 are equivalent when R is commutative. O

11. VARIATIONS OF THE MODEL

The validity of Definition 4.1 for the case &« = 1 of the contrapuntal intervals ring, and the
motivations in Sections 4.1, 4.2, and 4.3, give rise to the following questions on the classical model.

* Are dual numbers (x = 0) the most appropriate structure to model contrapuntal intervals?
According to Mazzola, the discantus is a tangential alteration of the cantus firmus, so this
principle leads to dual numbers, which are the natural tangents in algebraic geometry.
However, we could ask why this kind of alteration is involved in counterpoint and not
another one.

e Why do we not require the local characterization condition on {g(K[x]),g(D[x])} for the
cantus firmus of a possible successor #?

* More radically, why do we not require the local characterization on {g(K[x]),¢(D[x])} for
all fibers?

These questions lead to the following three variations of the model. We indicate how to compute
the contrapuntal symmetries for the Renaissance dichotomy in each case. The musicological
analysis of these results is in [6].

11.1. First variation

This variation corresponds to Definition 4.1 with & = 1.

First, let us note that we can relate the models for « = 1 and « = 0. Certainly, there is an
injection ¢ : e?X(c + dx) + €% ((c + d) + de) from the set of symmetries in H satisfying®! 1 and 2
in Theorem 5.4 for a = 1 to the set of symmetries in H satisfying 1 and 2 for « = 0. Moreover, ¢
preserves the cardinality of successors sets. In fact, if 1 = ¢?*(c 4 d x), then

[H(K[x]) N Kx]| = ZR (e +d)K + v +dr) N K| = [@(h)(K[e]) N K[e]].

21See Sections 7.1 and 7.2 for explicit forms of these conditions.
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Thus, if My and M; are the maximum cardinalities according to 3 in Theorem 5.4 for « = 0
and « = 1, respectively, then My > M.

Moreover, if there is a contrapuntal symmetry in the image of ¢, like in Table 2, then My = Mj.
In this case, we can compute the contrapuntal symmetries for « = 1 as all inverse images of
contrapuntal symmetries for « = 0.

Also, note that e”(c + de) is in the image of ¢ if and only if ¢ —d € R*, in which case its
inverse image is e”*((c —d) +d x).

11.2. Second variation

If we also require the local characterization on the fibers of the possible successors of a consonance,
then we change condition 3 in Definition 4.1 for the following one, where P(z) is the property 2 in
Definition 4.1.

e The cardinality of {z’ +k'x € g(K[x]) NK[x] | P(z’)} is maximum among all g satisfying 1
and 2.

By following the same steps to prove Theorem 5.4, we obtain (check) the following simplification
of this definition.

Theorem 11.1. The admitted successors of kx € K|[x| are the elements of the sets T of the form
{z+kx € h(K[x]) NK[x]) | P(2)},
where h = e"*(c +dx) € H and

(a2) kx € h(DIx]),
(b2) po EU(C + doc) = ev(c + dvc) op,and
(c2) the cardinality of T is maximum among all h € H satisfying (a2) and (b2).

Suppose that i = e’*(c +dx) € H. Note that once (b2), which is just P(0), holds, the proof
of Theorem 10.6 implies that P(z) is equivalent to bdc~'z = dc~'z. In turn, P(cr) is equivalent to
bdr = dr, and the latter is equivalent to P((c + d)r) whenever (¢ +d) € R* and R is commutative.

Assume that R is commutative. We relate the cases « = 1 and a = 0 by means of the injection
¢ (Section 11.1) again. In fact, it preserves (a2) and (b2) as it did for the first variation. Also, the
cardinalities of the successors sets T and T’ associated with h (subject to (a2) and (b2)) and ¢(h),
respectively, are equal by the following equations, where V = {r € R | bdr = dr}.

IT| = | cr+ (((c+d)K+0v+dr) NK)e

reV

U (c+d)r+ (((c+d)K+ov+dr)nK)x
reV

=|T'|

For the Renaissance dichotomy, in the following section we observe that the dual numbers
model has all contrapuntal symmetries in the image of ¢, so, as in Section 11.1, the contrapuntal
symmetries for « = 1 are the inverse images of those for « = 0. But, by collecting these inverse
images, we obtain the same original set of symmetries up to indeterminate names x, € (see Table 3),
so the contrapuntal symmetries coincide for « = 0 and « = 1 in the case of the Renaissance dichotomy.
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11.3. Third variation

If we require the local characterization property on the deformed dichotomy for all fibers, which
amounts to a global property, then we change condition 2 of Definition 4.1 for the following one.

e Forall z € R, P(z) holds.
The respective simplification is the following theorem.

Theorem 11.2. The admitted successors of kx € K[x| are the elements of the sets S of the form
h(K[x]) N K[x],
where h € H and

(a3) kx € h(D]x]),
(b3) forall z € R, P(z) holds, and
(c3) the cardinality of S is maximum among all h € H satisfying (a3) and (b3).

According to the proof of Theorem 10.6, if h = e”*(c + d x), the condition (b3) just says that (b2)
is true and that bdc 'z = dc~'z holds for all z € R. Hence, (b3) is equivalent to (b2) and bd = d.

For the dual numbers case, we next prove that the second and third variations coincide if R = Z,
and each consonance has at least an admitted successor in the third variation, like in the case of the
Renaissance dichotomy; see Table 3. On the one hand, if & satisfies (a3) and (b3), then it satisfies
(a2) and (b2) and the successors sets (cardinalities) are the same for both definitions. In particular,
each consonance has at least an admitted successor in the second variation too. On the other hand,
if h € H with h = e%(c + de) is a contrapuntal symmetry in the second variation, then the set of
all z € R such that P(z) holds, that is, such that

bdz = dz,

is a principal ideal?” (o) in R. We have two possibilities. If (o) = R, then  satisfies (a3) and (b3).
Otherwise, (0) C R and the set T (which is nonempty) from Theorem 11.1 satisfies

IT|=| U z+ ((K+v+dc'z) NK)e
z€(0)
=) ‘(cK—l—v—i—dc*lz)ﬁK‘
z€(o0)
<p Y ’(cK+v+dcflz)ﬂK’
z€(0)

= 2 )(cK+v +dcor) ﬂK‘
reR

U7+ ((cK+o+dctor)NK)e
reR

= |e”(c + doe) (K]e]) N K[e]|,

where p = |Ker(o-—)| = |R|/[{(0)| > 1 and bdo = do. We deduce that h satisfies (a3) and (b3), or
there is ' satisfying (a3) and (b3) such that its successor set has a strictly greater cardinality than

2In fact, the solution set of ax = 0 in Z, is (0), where 0 = n/ gcd(a, n).
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k | |h(K[e]) N K][e]| h
€% (1 + 6¢)
0 48 €% (7 + 6€)
611611
3 48 %5
6€
% (1 + 6¢)
4 48 €% (7 + 6€)
7 60 7
e%€7
48 e% (1 + 6¢)
8 €% (7 + 6€)
TTe
et e11
9 48 37
8¢5

Table 3: Contrapuntal symmetries for the Renaissance dichotomy in the third variation and the dual numbers case.
The computation, by hand, is akin to that of Table 2—now we just add the condition 5d = d for contrapuntal
symmetries, that is,d = 0,3,6,9 or p = 3,6,12.

the successors set of h. Our observations imply that the contrapuntal symmetries coincide for the
second and third variations.

In the Renaissance dichotomy case, by the computation of those symmetries (Table 3), they
are in the image of ¢. The latter preserves the conditions (a3) and (b3) and successors sets
cardinalities from « = 1 to &« = 0, so the contrapuntal symmetries coincide for « =1 and « =0, as
in Section 11.2.

To summarize, the second and third variations coincide for the Renaissance dichotomy.

12. CONCLUSIONS AND FURTHER RESEARCH

We generalized Mazzola’s first-species counterpoint to arbitrary rings and refined some of
its theoretic aspects. The first author recommends a simplification of the model, preserving its
strengths. Some of these strong features are the following:

¢ Economy. Essentially, we deduce all mathematical results of the theory from just a fact: the

uniqueness property of the consonance/dissonance partition. In particular, we deduce the
parallel fifths prohibition in Renaissance counterpoint.

¢ Generality and universality. This generalization is just an expression of the original intention

of establishing a universal counterpoint by detecting the essential features of the Renaissance
incarnation. Thus, the model paves the way to many other forms of counterpoint, which
opens up a lot of fields of musical experimentation.

Further developments may include the following points.

Generalizations and structural approaches

Further generalizations to categories could be developed. The use of the product ring R x R (case
« =1 in Section 3.5) to model contrapuntal intervals, as an alternative to the dual numbers, helps

37


http://www.musmat.org/

Journal MusMat e December 2021 e Vol. V, No. 2

express the model in terms of universal constructions in the category of rings, so it could be
translated to other categories.

Also, there are several open questions like whether there is an entirely structural proof of the
Counterpoint theorem, which establishes all counterpoint symmetries and admitted successors of a
given consonance, beyond algorithmic computations. This is suggested by the counting formulas
for successors sets cardinalities (Theorem 6.4) and the maximization criterion (Theorem 6.5).

Study of new counterpoint worlds

The musical study of our generalizations is an open field of research. Composition processes
should generate new music in these counterpoint worlds. The counterpoint world induced by
Scriabin’s mystic chord has also been subject of study [5].

Musicology

An initial comparison of the model’s results with the Missa Papae Marcelli can be found in [13].
The analysis of other works of Renaissance polyphony is also a pending task.

Remaining species

Although there are some advances regarding the second-species [4], a mathematical theory of the
remaining species, and the cases of three or more voices, are not at hand.

13.  APPENDIX
Theorem 13.1 (Rearrangement inequality, variation). Suppose given an ordered list of real numbers
a1 2> ax; > -+ 2 dy.

The inequality

M-
M-

H
n

a; = ) aidy(;)

i 1
holds for each permutation o of {1,...,n}. Moreover, the equality holds if and only if (ay,...,a,) =
({1‘7(1), e ,11(7(”)).

Proof. Induction on n. The case n = 1 is just the equality a3 = a2. Now suppose the result for
n — 1. We consider two cases.
First case: a,(1) = a1. We can assume (1) = 1 (switch ¢(1) and 1) since this do not alter the

n
sum Y. a;a,(;). In this case,
i=1

n n n—1

§ — 2 E _ 2 Z I
aiag(i) = lll + aiao'(i) = ﬂl + ﬂiﬂa/(i),

i=1 =2 i=1

where a/ = a;1 and ¢/ (i) = 0(i+1) — 1 for each i = 1,...,n — 1. Thus, by applying the induction
hypothesis,

N

n
2
) difg() < )4
i=2 i=2
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and the equality holds if and only if (az,...,an) = (ay(2), - ., 4g(n))- Hence, by adding a3 on both
sides,

=

n
2
) () < )4
i=1 i=1

and the equality holds if and only if (a1, ..., an) = (a51),-- -, Ag(n))-

Second case: aq(1y 7 a1. Note that there is k with a,) = a1 such that a4 < a3; otherwise
{k | agy = a1} C {k | ax = a1} and, since these sets have the same finite cardinality, they are
equal, which is a contradiction since 1 is in the latter but not in the former. Thus,

n
Y i) = A10401) + Axap ) + Y. aiy(j)
-1 i {1\ {1k}
and, if ¢’ is obtained from ¢ by switching ¢ (1) and o (k), then

Y @iag iy — Y @idg(py = (a1 — ax) (g — Gp(1)) = (a1 — ag) (a1 — ap(1)) > 0.
i=1 i=1

This means that

where the right-hand inequality corresponds to the first case. Finally, note that here the inequality
is always strict and (ay, ..., an) # (dg(1), - - g (n))- O
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